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Fall 2020

Problem 1. Consider the integration rule

Z 1

0
f(x) dx ⇡

nX

i=1

cif(xi)

with n nodes x1 < · · · < xn and n weights c1, . . . , cn.

(a) First, suppose that the nodes x1, · · · , xn are fixed. Show that by choosing the weights c1, . . . , cn
appropriately we can always guarantee the degree of precision is at least n� 1.

(b) What is the highest degree of precision we can possibly achieve with n nodes and weights? Show that
it is impossible to have degree of precision higher than that.

1

(a) We want to ensure that S! x 's dx -- E
,

axis for oejen-I.

Now
, S! X: dx = IIT lo

'

= ¥ , so we need E.Cixi = Cixi' t - - - ten in =¥
.

for OE jen- I .

We can write this as the following matrix equation:
Xi x: . . . x? c

, I

AE = xi Xi - - -
xi a

= ÷
: :

-

.

. : : :

Xi
- '

xi
'
. . - in' en 'T invertible

t
This matrix equation has a solution for a , . . . .cn as long as the matrix A is nonsingular.
Now

, no
tree that the rows of A ane linearly independent : let bio , . . . , but be coefficients s -

t
.

bow . . . . . t b. Lxi . . . . . xist . - - tbn., GT
'
. . -- Ni

- 'I = (o , . . . , OJ ← want to show babe . . .
- but-0

Then
,

PGD P§n)
Il

(boxTtb, Xi't . . . +BIT'
, b.oxzotb.kz

'
t - - - tbn-NE! . . . , boxnot b.Hit . . -tbutXi

-1) = (O, O , - - n

,
O)

Letting PCX) -- botb.x t . . . tbn-ex
""

,
we see that x. , . . . , Xn are all roots of P, which are

all distinct
.

However
,
Prs a polynomial of degree at most Cn-D , so itmust bethezero

polynomial.Thus, bo --b. = . . .
= bn-i -- O

.

Hence
,
the rows of A are linearly independent.

Thus
,
Ars invertible

,
and choosing
c
, I

Cz
= A-I T

: : s

Cn 'T

we have that the method has degree of precision atleastn-l .
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(b) This was a homework question .
The highest degree of precision is 2n- I,

which is achieved by Gaussian quadrature (you can transform the integral So'fHdx
to an integral S: St Edt)

.

Indeed
,
this is the highest possible degree of precision.

Let Sto fG) dx - EE
,

Ci fGi) be an arbitrary integration rule (so a . . . . , en , Xi , . . , xa are arbitrary) .
Now

, consider PLA = (x-xD? - - (x -xD
,
which has degree= 2n. Then, E. CiPG i)-- O since Pki)-- O

for each i . On the otherhand , PG)so ax , and PhDs 0 on any openinterval excluding x , . . . . ,xn.

Thus
, goPGSdx SO ,

so SiPCA dx t.E.ciPGi)
,
so the integration rulers not exact

for PhD
.

SinceP has degree 2n , the degree of precision for the integration rule can be at most 2n-I .



Problem 2. Approximate the integral

Z 1

�1

Z 1

�1
(x2 + y2) dx dy

using the composite trapezoidal rule with n = 2 subintervals in both the x and y direction.

2

Woops , drdthosforst 1•
, og, ,•

ol Simpson's rule
.

Trapezoidal rode on
0*4 •• 16 4.

next page .

I 4 I
•• • •

I- I 0

Let flag)=x7y?. Since n=m=2, h= =L
,
k= =L

. Then
,

I
, (x2ty2)dxdy=f:[iflxiysdxdy

=h¥(ftl , - I)t4fLo,-Dtfll . - 1)t4ftl.ch#l6flQ0St4fG,oItftl.Dt48lQDtfll.D)--tgIf2t4.lt2t4-ltlb.Ot4-It 2+4.1+2)
=gt( 8+8+83--41=85--2.66667

Thesis actually exact . The error term is given by

E= -

Cd;¥[h4%¥ln,mItH8¥Gim'S]
Here

, d¥fGyI=Oand¥rfGiyI=O ,
so E=O.
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I •
, •2 I

•

O • 2 ••4 2 •

I 2
i

•• • •
I- I 0

Let flx
, y)
-
- arty?. Since n -- m--2

,
h = = I

,
k = =L

. Then
,

I
,
f! (x2ty2)dxdy=f!Sifu ,ysdxdy

= IT (ft-I, -Dt2 Ho,-Dtfll . -Dt 281-1,07+4 float 2ft, O) tftl ,Dt 2810,Dtfll ,D)
= ( 2T 2. It 2T 2- It 4. Ot 2- It 2 t 2. It2)
= # (Gt4+6) = If = 4

This is not exact . The error term is given by

E = -
(d-c) (b - a) z Zf z y

e-[h ¥4 ,mltk 836in'S]
2

Here
,
¥fGyI=2 and *flag) -- 2 ,

so E= - cd-Y{b[h?2tk?D= -GY [2.1+21]
=
- if = -¥

Thus
, f!

,
f! (×2+y2Jd×dy = 4- It = Is , which agrees with our result using Simpson's rule.



Problem 3. (a) The error term of approximating the integral
R b
a f(x) dx using composite Simpson’s rule

is given by

�b� a

180
h4f (4)(µ)

where h denotes the length of the subintervals into which [a, b] is divided. In order to compute an
approximation of the integral via composite Simpson’s rule we need to evaluate the function f a certain
number of times. Call this number N . Express N in terms of h. How does the error depend on N?

(b) The error term for approximating the double integral
R b
a

R d
c f(x, y) dx dy using double Simpson’s rule is

given by

� (d� c)(b� a)

180
h4

✓
@4f

@x4
f(⌘, µ) +

@4f

@y4
f(⌘0, µ0)

◆
.

Here the length of the subintervals in both x and y direction is given by h. Again, let N denote the
number of times we need to evaluate f in order too compute the approximation. Repeat the same
exercise. Express N in terms of h and the error in terms of N .

(c) What do you observe? What problem might we encounter when integrating a function f(x1, . . . , xn) on
a high dimensional domain?

3

I n= 4

iii. res .

(a) When in one-dimension
,
we have that h= but , where n is the #ofsubmittervats .

The number of points evaluated at is N-- UH , so D= Ena t 1 , or h= bff .
Then

,
the error is givenby

E= -% (FF)
"
f
"'
Cn) =

- 48-7 ¥4 f"" lol ,
so E =OH

.

(b)
.

When in two - dimensions
, we

have that h =b = d¥ , where n, is the # of intervals
inthe x-direction and nz is the # of intervals in the y- direction. Then, the numberof points in
the x-direction is N,

= n itl and the number of points in the y- direction is Nz=nztl. Thus,
the total # of points on the grid is N-- N.

- Nz = ( Fn t t) (
'dit t t)

.

Thus
,

h -- Fa=f÷=E÷E÷T=l¥I¥ -- itI¥fnTT
thence

,

E --
- cd-ffb-d-ntlY.in?d?awYffIIcn.nstIFcn:mD)

Thurs
,
E = Of've)

(c) Since in l-d the error is ONG) and in 2- d the error is OH
,
the error in 2-d

decreases much slower with the number of points N atwhichwe evaluate. Thus, youneed
to do a lot more computation on the 2-d case to get the sameerror.
This becomes even slower inhigher dimensions n, as the error becomes O(¥) .



Problem 4 (4.8, #9-ish). Use Algorithm 4.4 (Simpson’s Double Integral) with n = m = 14 to approximate

Z Z

R
e�(x+y) dA

for the region R in the plane bounded by the curves y = x2 and y =
p
x.

4

First
,
we want to figure out R by finding where x2 and rx intersect:

Tx = x2

X = x
4

0=+4 - x = x 43-D= x G - 1) (x'txt)
Thos occurs when x -- O and x=L

.

Then
,

i -

c!"" date
me:
""

• I

1

MATLAB demo : use simpsondouble .m with flu ,y)
-

- e
- H'T!

(G) = x2
,
d = Tx

,
a
-

- O
, b =/ , n -- m= 14 .

Then
, SS e-

↳teddy dx - O. 1479103
R

According to Mathematica , Ssp e-"T'dydx = 0.14947753


