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Problem 1. The Implicit Midpoint method for solving a di↵erential equation y0(t) = f(t, y(t)) is given by
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Show that the Implicit Midpoint method is A-stable.
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Problem 2. Consider the following system of linear equations
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x1 + x2 � x3 = 0

12x2 � x3 = 4

2x1 + x2 + x3 = 5

Solve this system using Gauss elimination and Gauss elimination with partial pivoting. How many row

interchanges do you need in each case?
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Problem 3. Let A and B be `⇥mmatrices and C be am⇥nmatrix. How many additions and multiplications

are necessary to compute A + B and AC if we compute the sum and the product directly following the

definition?
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AtBoo: (AtB) ij = AijtBij ← I addition per entry
lxm matrix⇒ dm entries⇒ total : em additions

AC : CAG is = En Air. .↳ Emulating!!:I ziplies

AC is Lx n matrix ⇒ Ln entries⇒ Total .. lnlm-D adds
Inm multiplies

a 2Lnm operations
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Problem 4. Let A and B be two m⇥m matrices and suppose that AB is invertible. Show that both A
and B are invertible.
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C is invertible (nonsingular) <⇒ diet CEO
0

Since AB is invertible
,
def CAB)# O

.

Now
,
detEABJ-detA.dkB

.

Thus
,
dietAtO and detB to

.
Hence

,
A and B are invertible

.



Discussion of Linear Algebra
Solving A x -- b

,
when do

you
have no solutions , one exact

solution
,
or infinitely many solutions .

.

If A is invertible lit has to besquare:# of equations = A- ofunknowns)
A-
' LAX) = A-' b ⇒ x -- A-

'b

Kuno
que

Infinitely many
solutions : system of equations is underdetermined

→ Ax -- b
,
A is nxm

,

na m ⇒ infinitely many
→ can get no solutions if equations are not compatible

• A has a null- space with
dim 21 : there are infinitely

many
vectors

y
sat . Ay - O .

Square - case but not invertible⇒ some of The equations amount
to saying the same thing → reduced to a rectangularmatrix that
is under determined
→ can also have no solutions (equations can be not compatible)

• this is a property depending on A & b .

When
Square :

nonsingular → . def A F O ⇒ invertible ← one solution

singular → . def A = O ⇒ not wer tible
,
so atleast one of

the rows of A can be written in terms of the others
• infinitely many or zero solutions



Different Pivoting strategies
Gaussian elimination (GE)→ only exchange rows when avoiding a O .

GE w/ portal pivoting → exchange rows to always get maximum
pivot

GE w/ scaled partial pivoting→ exchange rows to getmaximum
scaled pivot . However, you

don't actually scalethe rows
→ affects how

youchoose
which rows to interchange, but

doesult scale matrix

Solving Systems of Equations
all X , t ayez Xz = b ,

Uzi X , tazzXz = bz

TTY fan x, tar xD = by . ¥
Az, X , t
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921X, tazzX z = bz
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= A- ' b

,

Et -¥) x -- b
→ usually find de comp . of A ,

e. g .

A- LU
→ directly solve equation , e.g .

forward & backward substitution

Iterative technique : start with guess Xo to X- A-
'

b
• somehow get Xk depending on the- o Conwaybe other previous Xi ' ss)
•

sequence Xk converges to actual solution E- A-
'b

• stop when the estimate B. " good enough" : Axn-b - O



Preconditioners for A X-- b
- condition number :* KLAS → larger means harder problem
- pre

conditioner M : Li) want solving My = c to be easy .

Lii) M-' A has a smaller condition number than A

⇒ M-IA x= M
-'

b
w

wantto compute Thos w/ low effort

(MYA) x =-D
,
where d--M-lb


