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Problem 1. Show that the product of two n⇥ n lower-triangular matrices is lower triangular.
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Suppose A and B are lower triangular , so for j> i , Aij --Big = 0 . Then , for ; > i
i

(AB) ij=ÉAikBkj=ÉAikBkj=§Aik • 0=0

g
k-4

9

Aik--0 fork> i fork-1 , -→ i , k=i<j , so Bkj = 0

Thus
,
AB is lower triangular.



Problem 2. Show that the inverse of a non-singular n⇥ n lower-triangular matrix is lower triangular.
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We
prove

this by induction on n .

For n=1
,
it is obvious (every 1×1 matrix is lower triangular)

For n=2
,
if L is lower triangular , then L has the form L = (E %)

.
Notice

,
deth = ad

,

and since his nonsingular, deth -1-0 .

Thus
,
ad-1-0

.

Now
,
[
'
= Idf! :)

,
which is lower triangular .

Induction hypothesis: for all k±n , the inverse of a kxk nonsingular lower triangular
matrix is lower triangular.

Now
,
let L be a (NH)✗ Intl) monsoongular lower triangular matrix . Then, we canwrite

L=(¥ienÉ¥ :
where E- Unni - -

- lm-i.ve) is a 1 ✗ n vector and Ln is an nxn lower triangular matrix.
Now

,
write [

'

in the same block structure :

[
' =/A

51

ET d)
where A- is a nxn matrix , B ,

E are nxl vectors
,
and d is a scalar

.

Then

IT ① ) = In, = [ ' L = (A B)(Ln 0) = (Alntb it lnn.nu b

0 1 ET d v-tlnn.nu Etatdit d ) •
→

Then
, ln+qn+ib= 0 ,

so wemust have6--0 since lni-i.nu 1=0 as L is nonsingular.
Also

,
wehave In= ALntb it = Ahn , so A-- LÑ . Hence, by the induction

hypothesis , A is lower triangular. Thus ,

[
' =/A* IT

is lower triangular.
Hence

, by induction , wehavethat the inverse of a nonsingular lower triangular
matrix is lower triangular.



Problem 3. Use mathematical induction to show that when n > 1, the evaluation of the determinant of an
n⇥ n matrix using the definition requires

n!
n�1X

k=1

1

k!
multiplications/divisions and n!� 1 additions/subtractions.
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Base case: n=2
.

If A- (Ibd)
,
then det A = ad-be

, requires

2 multiplications / divisions and I addition subtraction
.
Now

n !Éi ¥ = 2! É
.

¥
.

= 2! (E)= 2 ✓

n! - I = 2 ! - I = 2-1=1 ✓

Induction hypothesis: Suppose that evaluating the determinant of an nxn matrix requires
n! ÷É÷ multiplications /divisions and n! - l additions subtractions

.

Now
,
letA be an @+DxG+D matrix .

Then
,
detA- ÉFtÑ" aijtlij . Here , each Mij

is the determinant of an nxn matrix , which takes n! ÉÉ¥ multldiv and n ! -I addlsubtr
.

Thus
,
Iet A takes:

#malt /dir : GH)(n ! ÉÉ÷:) +Cnn) = Cn+D!iÉ÷ + Cnn)! E. = Gtd! (Éi÷. + E.) =Cn+D! É
,

÷
.

A- add/sabr : Cnn) (n! - 1) th = Cnn)! - Cnn) +n = Cnt1) ! -1

Thesematch the given formulas for
ntl

.
Hence

, by induction , we havethe result.

thematrix remaining÷÷÷÷÷
and column j

from A



Problem 4. 1. Show that solving Ax = b by first factoring into A = LU and then solving Ly = b and
Ux = y requires the same number of operations as the Gaussian Elimination Algorithm 6.1

2. Count the number of operations required to solve m linear systems Ax(k) = b(k) for k = 1, . . . ,m by
first factoring A and then using the method of part (c) m times. Compare this to doing Gaussian
Elimination m times.
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1. Wefirsthave that Lll factorization
requires tons

- In multldiv .
and

you will f- n'- Enz + In addlsubtr. Then, solving Ly=b (where lii=L for all i) takes
in the

verify these
In2- In multldiv and Enz - In addlsubtr. Finally, solving Ux=y takes In"En mnltldivhomework

d In'-In addldiv . Thus in total :

#malt/div : b-n-s-ztni-tzri-tzni-tznztl-zn-z-ns.tn2- In

# add/subtr: Iris - Ivf +In +In'- In +In2-{n=z1n3+tn2 - f-n

This is the same as Gauss. Elim .
(page 370-371 of textbook)

2. LU factorization once: In3- In mutHdtv and b-is- In' + f- n add/subtr.

m solves Lyl"=b
'"
: m(In'- In) multldiv and m(In2- In) add/subtr.

m solves llxlt-1-y.lk) : m(In4-In)multldiv and m(In2- In) add /subtr.
total #multldiv : Iris -In tm(In'-In)+m(En¥n)= In' + mnz -In
total #add /subtr. : f- is - In' +In +m(In?- In)+m(In'- In)= In> +1m¥)n2 -(m-f)n

Gauss elim m times:#multldiv.vn/tgn3+n2-z-n)--I-n3tmn2-M-zntt-add/div
: mff-nstl-zn2-f-ri-Y-nsi-mz.nl -f-mn



Problem 5. MATLAB demo of LU factorizations and how pivoting is ingrained in the lu(A).
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Matlab demo : Ax=b → ✗=Alb .

A-- LU
,
Llux)=b → Ux = Llb = :y

any → x=U1y
✗
because permutation

A- =PLU
,
PCLUikb-sL@x-P-1.b-pT.b-i.cP

- '
=P
'

y =Llc

✗ = Uly .



Problem 6 (6.6 #17). Find all ↵ so that A =

2

4
2 ↵ �1
↵ 2 1
�1 1 4

3

5 is positive definite.

6

Dede : A is positive definite if 7×-10 , ✗TAX SO

A matrix is positive definite id and only if the determinants of all its principal

leading submatrrces are positive .

def A. = det[27--2>0

det Az = def [3×2]=4 - x2 > 0 <⇒ ✗2<4 <⇒ -2<✗<2

det As = det A = det["
"

1,2
,
;] = 218 -D -✗ (4×+1) -1Gt2)

= 14-4×2 - a-✗ -2=-4×2-2×-112 = - (4×-656+2) > 0

This has zeros at 2=-2 and ✗= 6-4=3-2 . 4×2+2×-12<0

• if a -2, 2+2<0 and 4×-6<0
⇒ det As<0

• if -2<✗<E
,
✗+2>0 and 4×-6<0 ⇒

det Az> 0
.gg,

• if 2>&
,
2+2>0 and 4*-6>0 ⇒

def Ag <0

Thus
,
det Azzo <⇒ -2-✗<£ .

Hence
,
A- is positive definite if and only if - 2< ✗<2 and -24k£

it and only if -2<✗
<I


